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SUMMARY Modern database systems have to support complex data objects, which appear in advanced data models such as object-oriented data models and nested relational data models. Set-valued objects are basic constructs to build complex structures in those models. Therefore, efficient processing of set-valued object retrieval (simply, set retrieval) is an important feature required of advanced database systems. Our previous work proposed a basic scheme to apply superimposed coded signature files to set retrieval and showed its potential advantages over the B-tree index based approach using a performance analysis model. Retrieval with signature files is always accompanied by mismatches called false drops, and proper control of the false drops is indispensable in the signature file design. This study intensively analyzes the false drops in set retrieval with signature files. First, schemes to use signature files are presented to process set retrieval involving "has-subset," "is-subset," "has-intersection," and "is-equal" predicates, and generic formulas estimating the false drops are derived. Then, three sets of concrete formulas are derived in three ways to estimate the false drops in the four types of set retrieval. Finally, their estimates are validated with computer simulations, and advantages and disadvantages of each set of the false drop estimation formulas are discussed. The analysis shows that proper choice of estimation formulas gives quite accurate estimates of the false drops in set retrieval with signature files.
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1. Introduction

Requirements for the database systems to handle complex data objects have been increasing according to the recent expansion of the computer application domain. To meet the requirements, advanced data models such as nested relational data models[1],[9],[12],[16],[19] and object-oriented data models[3],[11],[23] are investigated. Those models manipulate complex data objects and, in particular, directly handle set-valued objects. Therefore, efficient set-valued object retrieval (simply, set retrieval) facilities are indispensable for database systems supporting those models. Although novel indexing schemes such as the nested index and the multi-index[2],[20] incorporating the nested structures in the complex data objects have been investigated, they are not designed to support set retrieval in general. We have proposed the use of superimposed coded signature files as efficient set retrieval facilities and showed their potential capabilities concentrating on the retrieval with the set inclusion operator (⊆)[10].

Signature files were originally designed for text retrieval[4]–[6],[8]. Although applications of signature files to non-text object retrieval, such as to the traditional record retrieval[7],[17],[18], to the Prolog clause retrieval[21], and to the object navigation in the object-oriented database[14],[22], were discussed, study focusing on their use in set retrieval has not been reported by other researchers. Retrieval with signature files is always accompanied by mismatches called false drops. The number of false drops has a direct effect on the performance[10]. Therefore, it is important to estimate the false drops and to properly control them in the signature file design.

In this paper, we first present schemes to use signature files to process four types of set retrieval based on the "has-subset," "is-subset," "has-intersection," and "is-equal" conditions, and derive generic formulas estimating the false drops. Then, we derive three sets of concrete formulas to compute the false drop probabilities. We evaluate the validity of each set of the formulas with computer simulations, and discuss their advantages and disadvantages with respect to their reliability and computation cost. Among the three sets of formulas, two are refinements of our previous work presented in [13]. The remaining one is based on the theoretical research by Murphree and Aktug on the signature generation by superimposed coding[15].

The paper is organized as follows: In Sect.2, we give an overview of the set retrieval in our context and the set query processing with signature files. In Sect.3, we derive a set of generic formulas and three sets of concrete formulas estimating the false drops in the set query processing. In Sect.4, we evaluate validity of the formulas with computer simulations and discuss advantages and disadvantages of each set of the formulas. Sect.5 is the summary and conclusion.
2. Set Retrieval with Signature Files

2.1 Set Retrieval

One of the typical data models supporting set values and their retrieval is the nested relational model [1], [9], [12], [16], [19]. Figure 1 shows a sample nested relation representing musicians in an association. Attributes MNO and MNAME represent the musician number and name, respectively. Each tuple is tagged with the tuple identifier (TID). INSTRUMENTS is a set attribute and represents the set of instruments each musician can play. Tuple retrieval based on the INSTRUMENTS attribute value, for instance INSTRUMENTS \( \supseteq \{ \text{piano, guitar} \} \), is an example of set retrieval investigated in this paper. In this case, each INSTRUMENTS attribute value is called a target set, and \( \{ \text{guitar, piano} \} \) is called a query set.

Selection operation in many nested relational algebras considers selection conditions including (some of) the following set comparison operators [1], [9], [12], [16], [19]. Here, \( T \) and \( Q \) denote the target set and query set, respectively, and \( q \) denotes a simple value given in case of \( T \supseteq q \).

1. \( T \supseteq q \) (has-element): The target set has the simple value \( q \) as an element.
   - Q1: Retrieve musicians who can play the piano.

2. \( T \supseteq Q \) (has-subset): The target set has the query set as a subset.
   - Q2: Retrieve musicians who can play both the piano and the guitar.

3. \( T \subseteq Q \) (is-subset): The target set is a subset of the query set.
   - Q3: Retrieve musicians who can only play some of the piano, guitar, bass, and violin.

4. \( T \cap Q \supseteq 1 \) (has-intersection): The target set has intersection with the query set.
   - Q4: Retrieve musicians who can play the tuba or the clarinet.

5. \( T \equiv Q \) (is-equal): The target set is equal to the query set.
   - Q5: Retrieve musicians who can play the piano, guitar, banjo, and nothing else.

As \( T \supseteq q \) is a special case of \( T \supseteq Q \), we consider four types of set retrieval conditions \( T \supseteq Q \), \( T \subseteq Q \), \( T \cap Q \), \( T \equiv Q \) in the remaining part of this paper.

2.2 Use of Signature Files

Signature files were originally designed for text retrieval [4]–[6], [8]. A signature is a bit pattern formed for each data object and stored in the signature file. A typical query processing with the signature file is as follows: When a query is given, a query signature is formed from the query value. Then, each signature in the signature file is examined over the query signature for potential match. If the signature satisfies a pre-defined condition implied by the query condition, the corresponding data object becomes a candidate that may satisfy the query. Such a data object is called a drop. The last step is the false drop resolution, and each drop is accessed and examined whether it actually satisfies the query condition. Drops that fail the test are called false drops, while the qualified data objects are called actual drops.

In set retrieval with signature files, a target signature is generated for each target set as shown in Fig. 2. First, each element in a target set is hashed to a binary bit pattern called an element signature. All element signatures have \( F \) bit length, and \( m \) bits are set to “1.” Then, a target signature is obtained by bit-wise OR-ing (superimposed coding) element signatures of all the elements in the target set. Pairs of such a target signature and a TID of the tuple including the target set are stored in the signature file as shown in Fig. 3.

Queries \( T \supseteq Q \), \( T \subseteq Q \), \( T \cap Q \), and \( T \equiv Q \) are processed with the signature files in the following way:

\( T \cap Q \) stands for \( T \cap Q \neq \emptyset \).
query element  | element signature
--- | ---
piano  | 0001000000000101
guitar | 110010000000000

\[
\text{query signature} = 1101100000000101
\]

\[
\text{signature file}
\begin{array}{ll}
\text{drop} & 1101101010000101 T1 \\
& 1110110111000010 T2 \\
& \vdots & \vdots
\end{array}
\]

**Fig. 4** Query processing of Q2.

1. A query signature is generated from the query set Q in the same way as the target signature.

2. The signature file is examined. Each target set becomes a drop if the following condition is satisfied:

\[
T \supseteq Q : \text{query signature} \land \text{target signature} = \text{query signature}
\]

\[
T \subseteq Q : \text{query signature} \land \text{target signature} = \text{target signature}
\]

\[
T \cap Q : \text{weight(query signature} \land \text{target signature}) \geq m, \text{where the function weight returns the weight, namely the number of bits set to "1".}
\]

\[
T \equiv Q : \text{query signature} = \text{target signature}
\]

3. The drops in step 2) are retrieved and checked whether they actually satisfy the query condition (false drop resolution).

Figure 4 illustrates steps 1) and 2) in query processing of the query Q2. The tuple T1 becomes a drop because its satisfies the above condition for \( T \supseteq Q \).

The query \( T \cap Q \) could be processed following the above procedure. However, it has been clarified in our previous work [13] that this processing scheme for \( T \cap Q \) is sometimes undesirable because the number of false drops is rather large. An alternative processing scheme for \( T \cap Q \) to resolve this problem is shown below:

1. An element signature is generated for each element in the query set Q.

2. The signature file is examined. Each target set becomes a drop if any element signature generated in step 1) satisfies the following condition.

\[
\text{element signature} \land \text{target signature} = \text{element signature}
\]

3. The drops in step 2 are retrieved and checked whether they actually satisfy the query condition (false drop resolution).

Figure 5 illustrates query processing of the query Q4 under this scheme. In the following discussion, the query \( T \cap Q \) processed under the first scheme is denoted by \( T \cap_1 Q \), and that processed under the second scheme is denoted by \( T \cap_2 Q \).

### 3. False Drop Analysis

Figure 6 shows a case where false drops occur. The query with the condition \( T \supseteq \{\text{flute, piccolo}\} \) is processed in this example. Although the tuple T2 does not satisfy this condition, it becomes a drop. Thus, it is a false drop. The false drop is due to the collision of element signatures and the superimposed coding method. The frequency of false drop is usually measured in the false drop probability \( Fd \) as follows:

\[
Fd = \frac{\text{false drops}}{N - \text{actual drops}}
\]

where \( N \) is the total number of target sets [4]. In this section, we derive formulas estimating false drop probabilities for the four types of queries mentioned in Sect. 2. As discussed in [4], we can derive those formulas assuming the case of unsuccessful search, where we have no actual drops.

#### 3.1 Basic Considerations

Table 1 shows symbols used in our analysis. We make \(^{\dagger}\) stands for bit-wise AND operation.
Table 1 Symbols.

<table>
<thead>
<tr>
<th>symbol</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>Signature size in bits</td>
</tr>
<tr>
<td>$m$</td>
<td>Element signature weight</td>
</tr>
<tr>
<td>$D_t$</td>
<td>Cardinality of a target set $T$</td>
</tr>
<tr>
<td>$D_q$</td>
<td>Cardinality of a query set $Q$</td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of target sets in the database</td>
</tr>
<tr>
<td>$V$</td>
<td>Cardinality of the set element domain</td>
</tr>
</tbody>
</table>

following assumptions:

1. The weight of an element signature is very small compared with the signature size ($m \ll F$).

2. The “1”s are uniformly distributed in an element signature. Therefore, each bit position is set to “1” with the same probability.

3. There is no skew in element occurrences in the target sets. Namely, each possible set value of cardinality $D_t$ has an equal likelihood of appearing as a target set.

From the assumption 2, each bit position in an element signature is set with the probability $m/F$. Therefore, the probability that a bit position $b_t$ of a target signature is set to “1” is given by

$$p(b_t) = 1 - \left(1 - \frac{m}{F}\right)^{D_t} \approx 1 - e^{-\frac{mD_t}{F}} \quad (m \ll F).$$

Similarly, the probability that a bit position $b_q$ of a query signature is set to “1” is given by

$$p(b_q) = 1 - \left(1 - \frac{m}{F}\right)^{D_q} \approx 1 - e^{-\frac{mD_q}{F}} \quad (m \ll F).$$

The following formula giving the false drop probability for $T \supseteq Q$ was derived in [4]:

$$Fd(T \supseteq Q) = (p(b_t))^m \approx (1 - e^{-\frac{mD_t}{F}})^m.$$

We derive false drop probability formulas for $T \supseteq Q$, $T \subseteq Q$, $T \cap Q$, and $T \equiv Q$ taking these considerations as a starting basis.

3.2 Generic Formulas

First, we consider the case where all target sets have the same cardinality $D_t$. Let $b_t^j (1 \leq j \leq F)$ be the $j$-th bit position of the target signature and $b_q^j (1 \leq j \leq F)$ be $j$-th bit position of the query signature. For each $i$ ($1 \leq i \leq F - m$), the following equations hold:

$$\text{Prob} \{b_t^i = 0 \land \cdots \land b_t^i = 0\} = \left(\frac{F - m}{F}\right)^{D_t}$$

$$= \left(\frac{(F - m)(F - m - 1) \cdots (F - m - i + 1)}{F(F - 1) \cdots (F - i + 1)}\right)^{D_t}.$$

If $\frac{m}{F - k + 1} \ll 1$ is satisfied for $1 \leq k \leq i$,

$$\text{Prob} \{b_t^i = 0 \land \cdots \land b_t^i = 0\} = \left(1 - \frac{m}{F - k + 1}\right)^{D_t} \times \left(1 - \frac{m}{F - 1}\right)^{D_t} \times \cdots \times \left(1 - \frac{m}{F - i + 1}\right)^{D_t} \approx \left(1 - \frac{1}{F}\right)^{mD_t} \times \left(1 - \frac{1}{F - 1}\right)^{mD_t} \times \cdots \times \left(1 - \frac{1}{F - i + 1}\right)^{mD_t} = \left(1 - \frac{i}{F}\right)^{mD_t}.$$  \hspace{1cm} (3)

Similarly,

$$\text{Prob} \{b_q^i = 0 \land \cdots \land b_q^i = 0\} = \prod_{k=1}^{F} \left(1 - \frac{m}{F - k + 1}\right)^{D_q}.$$

If $\frac{m}{F - k + 1} \ll 1$ is satisfied for $1 \leq k \leq i$,

$$\text{Prob} \{b_q^i = 0 \land \cdots \land b_q^i = 0\} \approx \left(1 - \frac{i}{F}\right)^{mD_q}.$$  \hspace{1cm} (4)

In the following, we derive generic false drop probability formulas for $T \supseteq Q$, $T \subseteq Q$, $T \cap Q$, and $T \equiv Q$. The probability that the target signature weight is $i$ is denoted by $p_t(i)$, and the probability that the query signature weight is $i$ is denoted by $p_q(i)$.

1. $T \supseteq Q$

A false drop occurs when the following condition holds for every bit position $j$ ($1 \leq j \leq F)$:

$$b_t^j = 0 \implies b_q^j = 0.$$  \hspace{1cm} (5)

If the target signature weight is $i$, the number of “0”s in the target signature is $F - i$. Therefore, the probability $f(T \supseteq Q)(i)$ that the target set becomes a false drop is derived from Eq. (4) as follows:

$$f(T \supseteq Q)(i) = \text{Prob} \{b_q^1 = 0 \land \cdots \land b_q^{F - i} = 0\} = \prod_{k=1}^{F - i} \left(1 - \frac{m}{F - k + 1}\right)^{D_q}.$$  \hspace{1cm} (6)

As distribution of the target signature weight is determined by $p_t(i)$, the false drop probability for $T \supseteq Q$ is given by

$$Fd(T \supseteq Q) = \sum_{i=0}^{F} p_t(i) \prod_{k=1}^{F - i} \left(1 - \frac{m}{F - k + 1}\right)^{D_q}.$$  \hspace{1cm} (7)
If \( \frac{m}{F-k+1} \ll 1 \) holds for \( 1 \leq k \leq F-i \), we get from Eq. (5)

\[
f(T \subseteq Q)(i) \approx \left( 1 - \frac{F-i}{F} \right)^{mD_t} \left( \frac{i}{F} \right)^{mD_q} .
\]

(6')

\[
Fd(T \subseteq Q) \approx \sum_{i=0}^{F} p_t(i) \left( \frac{i}{F} \right)^{mD_q} .
\]

(7)

The assumption \( \frac{m}{F-k+1} \ll 1 \) does not hold when \( k \approx F-i \) and \( i \approx m \) or \( i < m \). Actually, however, \( p_t(i) = 0 \) for \( i < m \), and we suppose that, for most probable \( D_t \)-values such as \( D_t = 10 \) and \( D_t = 100 \), \( p_t(i) \) becomes very small for \( i \approx m \). Therefore, if we can give a good estimate for \( p_t(i) \), the formula (7') will also give good values. This point is validated in Sect. 4.

In case \( D_q = 1 \), formulas (7) and (7') give the false drop probability for \( T \equiv q \).

(2) \( T \subseteq Q \)

A false drop occurs when the following condition holds for every bit position \( j \) (\( 1 \leq j \leq F \)):

\[
b_q^j = 0 \quad \Rightarrow \quad b_t^j = 0 .
\]

If the query signature weight is \( i \), the probability \( f(T \subseteq Q)(i) \) that the target set becomes a false drop is derived from Eq. (2) as follows:

\[
f(T \subseteq Q)(i) = \text{Prob} \{ b_q^1 = 0 \land \cdots \land b_q^{F-i} = 0 \} = \prod_{k=1}^{F-i} \left( 1 - \frac{m}{F-k+1} \right)^{D_t} .
\]

(8)

As distribution of the query signature weight is determined by \( p_q(i) \), the false drop probability for \( T \subseteq Q \) is given by

\[
Fd(T \subseteq Q) = \sum_{i=0}^{F} p_q(i) \prod_{k=1}^{F-i} \left( 1 - \frac{m}{F-k+1} \right)^{D_t} .
\]

(9)

If \( \frac{m}{F-k+1} \ll 1 \) holds for \( 1 \leq k \leq F-i \), we get from Eq. (3)

\[
f(T \subseteq Q)(i) \approx \left( 1 - \frac{F-i}{F} \right)^{mD_t} \left( \frac{i}{F} \right)^{mD_q} .
\]

(8')

\[
Fd(T \subseteq Q) \approx \sum_{i=0}^{F} p_t(i) \left( \frac{i}{F} \right)^{mD_q} .
\]

(9')

A remark has been made with respect to the validity of the formula (7'). A similar remark applies to the formula (9').

(3) \( T \cap Q \)

1) \( T \cap_1 Q \)

A false drop occurs when the target signature weight and the query signature weight are at least \( m \), and they have \( m \) or more bit intersection. Therefore, we get

\[
Fd(T \cap_1 Q) = \sum_{i=m}^{F} p_t(i) \sum_{j=m}^{F} p_q(j) \sum_{k=\max(m, i+j-F)}^{\min(i+j-F)} \binom{i+j}{k} \left( \frac{F-i}{F} \right)^{k} .
\]

(10)

Here, \( \sum_{k=\max(m, i+j-F)}^{\min(i+j-F)} \binom{i+j}{k} \left( \frac{F-i}{F} \right)^{k} \) is the probability that the target signature and the query signature have \( m \) or more bit intersection when their weights are \( p_t(i) \) and \( p_q(j) \), respectively.

2) \( T \cap_2 Q \)

The false drop probability for \( T \cap_2 Q \) is simply expressed with \( Fd(T \cap_2 Q) \) as follows:

\[
Fd(T \cap_2 Q) = \sum_{i=1}^{D_t} Fd(T \cap_2 Q) \times (1 - Fd(T \cap_2 Q))^{i-1} = 1 - (1 - Fd(T \cap_2 Q))^{D_t} .
\]

(11)

(4) \( T \equiv Q \)

A false drop occurs when both the target signature weight and the query signature weight take the same value \( i \), and the target signature is equal to the query signature. Therefore, the false drop probability for \( T \equiv Q \) is given by

\[
Fd(T \equiv Q) = \sum_{i=0}^{F} p_t(i) p_q(i) \frac{1}{\binom{F}{i}} .
\]

(12)

3.3 False Drop Probability Formulas

As shown in Sect. 3.2, probability distributions of the target and query signature weights denoted by \( p_t(i) \) and \( p_q(i) \), respectively, play an important role in estimating the false drops. In this subsection, we derive three sets of formulas by estimating \( p_t(i) \) and \( p_q(i) \) taking the following three different approaches.

3.3.1 Formulas F1

Here, we simply assume that the target and query signature weights are equal to their expected values \( \overline{m}_t \) and \( \overline{m}_q \), respectively, given as follows:

\[
\overline{m}_t = F \times p_b(t) \approx F (1 - e^{-\frac{mD_t}{F}})
\]

\[
\overline{m}_q = F \times p_b(q) \approx F (1 - e^{-\frac{mD_q}{F}}).
\]

Therefore,

\[
p_t(i) = \begin{cases} 
1 & \text{if } i = F (1 - e^{-\frac{mD_t}{F}}) \\
0 & \text{otherwise}
\end{cases}
\]
and
\[ p_q(i) = \begin{cases} 1 & \text{if } i = F(1 - e^{-\frac{mD_q}{F}}) \\ 0 & \text{otherwise.} \end{cases} \]

The false drop probability formulas based on these \( p_t(i) \) and \( p_q(i) \) are as follows:

1. \( T \supseteq Q \)

\[
Fd(T \supseteq Q), F_1 = \prod_{k=1}^{F} \left( 1 - \frac{m}{F - k + 1} \right)^{D_q}.
\]

2. \( T \subseteq Q \)

\[
Fd(T \subseteq Q), F_1 \approx (1 - e^{-\frac{mD_q}{F}})^{mD_q}.
\]

Note that Eq. (13') becomes Eq. (1) in case \( D_q = 1 \).

2. \( T \cap Q \)

1. \( T \cap_1 Q \)

\[
Fd(T \cap_1 Q), F_1 = \left( \frac{F}{i} \right)^{D_t} (1 - e^{-\frac{mD_t}{F}})^{D_t}.
\]

2. \( T \cap_2 Q \)

\[
Fd(T \cap_2 Q), F_1 = \left( \frac{F}{i} \right)^{D_t} (1 - e^{-\frac{mD_t}{F}})^{D_t}.
\]

3. \( T \cap Q \)

1. \( T \cap_1 Q \)

\[
Fd(T \cap_1 Q), F_1 = \left( \frac{F}{i} \right)^{D_t} (1 - e^{-\frac{mD_t}{F}})^{D_t}.
\]

3.3.2 Formulas F2

In this approach, we assume that each bit position in the target signature and the query signature is set to “1” with probabilities \( p(b_t) \) and \( p(b_q) \) (given in Sect. 3.1), respectively, independently of other bit positions. Then, the distribution of the target and query signature weights follows the binomial distribution, and we get

\[
p_t(i) = \left( \frac{F}{i} \right) p(b_t)^i (1 - p(b_t))^{F-i} \]

\[
p_q(i) = \left( \frac{F}{i} \right) p(b_q)^i (1 - p(b_q))^{F-i}.
\]

The false drop probability formulas based on these \( p_t(i) \) and \( p_q(i) \) are given below. \( f(T \supseteq Q)(i) \) is given by Eqs. (6) or (6'), and \( f(T \subseteq Q)(i) \) is given by Eqs. (8) or (8') as in F1.

1. \( T \supseteq Q \)

\[
Fd(T \supseteq Q), F_2 = \sum_{i=0}^{F} \left( \frac{F}{i} \right) (1 - e^{-\frac{mD_t}{F}})^i e^{-\frac{mD_q}{F}(F-i)} f(T \supseteq Q)(i).
\]

2. \( T \subseteq Q \)

\[
Fd(T \subseteq Q), F_2 = \sum_{i=0}^{F} \left( \frac{F}{i} \right) (1 - e^{-\frac{mD_t}{F}})^i e^{-\frac{mD_q}{F}(F-i)} f(T \subseteq Q)(i).
\]

3. \( T \cap Q \)

1. \( T \cap_1 Q \)

\[
Fd(T \cap_1 Q), F_2 = \left( \frac{F}{i} \right) p(b_t)^i (1 - p(b_t))^{F-i} \]

\[
\left\{ \sum_{j=m}^{F} \left( \frac{F}{j} \right) p(b_q)^j (1 - p(b_q))^{F-j} \right\} \sum_{k=max(m, i+j-F)}^{\min(i, j)} \left( \frac{(i)}{k} \right) \left( \frac{j-k}{j} \right).
\]

2. \( T \cap_2 Q \)

\[
Fd(T \cap_2 Q), F_2 = \left( \frac{F}{i} \right) (1 - e^{-\frac{mD_t}{F}})^i e^{-\frac{mD_q}{F}(F-i)} f(T \cap_1 Q)(i).
\]

where \( \overline{m} = F(1 - e^{-\frac{mD_t}{F}}) = F(1 - e^{-\frac{mD_q}{F}}) \). Note that Eq. (17) for \( T \equiv Q \) is applicable only when \( D_t = D_q \).
\[ e^{-\frac{mD_q}{F}(F-i)} f(T \equiv Q)(i) \] \[ ^{D_q} \] \[ , \quad (21) \]

where \( f(T \equiv Q)(i) \) is \( f(T \supseteq Q)(i) \) with \( D_q = 1 \).

(4) \( T \equiv Q \)

\[ Fd(T \equiv Q), F_2 \]

\[ = \sum_{i=0}^{F} \left\{ \left( \begin{array}{c} F \\ i \end{array} \right) \left( 1 - e^{-\frac{mD_q}{F}} \right)^i \left( 1 - e^{-\frac{mD_q}{F}} \right)^i e^{-\frac{m(D_q + D_q)(F-i)}{F}} \right\} . \]

(22)

3.3.3 Formulas F3

In deriving the formulas F1 and F2, we have taken two different approaches to estimate the target and query signature weights. Murphree and Aktug derived a more strict mathematical formula giving the probability distribution of the signature generated by superimposed coding [15]. Murphree and Aktug considered superimposed coding of \( D \) element signatures as a Markov process consisting of \( D \) stages. Let \( m_i \) (\( 1 \leq i \leq D \)) be the weight of the \( i \)-th element signature, \( Y_i \) be the weight of the set signature after the stage \( i \), and \( W \) be the final signature weight. Then, \( m_1 = Y_1 \leq Y_2 \leq \cdots \leq Y_D = W \) holds. They derived the following probability distribution formula for the set signature weight by analyzing this Markov chain:

\[ \text{Prob}\{W = w\} \]

\[ = \sum_{j=0}^{w-m_1} \left\{ \left( \begin{array}{c} F - m_1 \\ j \end{array} \right) \left( \begin{array}{c} F - m_1 - j \\ w - m_1 - j \end{array} \right) \left( -1 \right)^{w-m_1+j} \prod_{r=2}^{D} \left( \begin{array}{c} \left( \begin{array}{c} m_r+j \\ m_r \end{array} \right) \\ \left( \begin{array}{c} F \\ m_r \end{array} \right) \end{array} \right) \right\} , \quad (23) \]

where \( m_1 \leq w \leq \min(F, m_1 + \cdots + m_D) \). When we apply this formula to our context, we get the following formulas:

\[ p_t(i) \]

\[ = \begin{cases} \sum_{j=0}^{i-m} \left[ \left( \begin{array}{c} F - m \\ j \end{array} \right) \left( \begin{array}{c} F - m - j \\ i - m - j \end{array} \right) \left( -1 \right)^{i-m+j} \left( \begin{array}{c} m+j \\ m \end{array} \right) \left( \begin{array}{c} F \\ m \end{array} \right) \right] D_t^{-1} & \text{if } m \leq i \leq mD_t, \\ 0 & \text{otherwise}, \end{cases} \]

\[ p_q(i) \]

\[ = \begin{cases} \sum_{j=0}^{i-m} \left[ \left( \begin{array}{c} F - m \\ j \end{array} \right) \left( \begin{array}{c} F - m - j \\ i - m - j \end{array} \right) \left( -1 \right)^{i-m+j} \left( \begin{array}{c} m+j \\ m \end{array} \right) \left( \begin{array}{c} F \\ m \end{array} \right) \right] D_t^{-1} & \text{if } m \leq i \leq mD_t, \\ 0 & \text{otherwise}. \end{cases} \]

The false drop probability formulas based on these \( p_t(i) \) and \( p_q(i) \) are as follows:

(1) \( T \supseteq Q \)

\[ Fd(T \supseteq Q), F_3 \]

\[ = \sum_{i=m}^{\min(F, mD_t)} \sum_{j=0}^{i-m} \left[ \left( \begin{array}{c} F - m \\ j \end{array} \right) \left( \begin{array}{c} F - m - j \\ i - m - j \end{array} \right) \right] \left( -1 \right)^{i-m+j} \left( \begin{array}{c} m+j \\ m \end{array} \right) \left( \begin{array}{c} F \\ m \end{array} \right) D_t^{-1} \left( \begin{array}{c} F \equiv Q \end{array} \right)(i) . \]

(24)

(2) \( T \subseteq Q \)

\[ Fd(T \subseteq Q), F_3 \]

\[ = \sum_{i=m}^{\min(F, mD_t)} \sum_{j=0}^{i-m} \left[ \left( \begin{array}{c} F - m \\ j \end{array} \right) \left( \begin{array}{c} F - m - j \\ i - m - j \end{array} \right) \right] \left( -1 \right)^{i-m+j} \left( \begin{array}{c} m+j \\ m \end{array} \right) \left( \begin{array}{c} F \\ m \end{array} \right) D_t^{-1} \left( \begin{array}{c} F \equiv Q \end{array} \right)(i) . \]

(25)

(3) \( T \cap Q \)

1) \( T \cap_1 Q \)

\[ Fd(T \cap_1 Q), F_3 \]

\[ = \sum_{i=m}^{\min(F, mD_t)} \left[ \left( \begin{array}{c} f \end{array} \right) \right] \left( \begin{array}{c} j \end{array} \right) \left( \begin{array}{c} F \end{array} \right) \left( \begin{array}{c} j \end{array} \right) \left( \begin{array}{c} F \end{array} \right) \right] \left( \begin{array}{c} \min(i, j) \end{array} \right) \left( \begin{array}{c} \sum_{k=\max(m, i+j-F)}^{\min(i, j)} \left( \begin{array}{c} i \end{array} \right) \left( \begin{array}{c} f \end{array} \right) \left( \begin{array}{c} j \end{array} \right) \left( \begin{array}{c} k \end{array} \right) \left( \begin{array}{c} F \end{array} \right) \end{array} \right) \left( \begin{array}{c} F \end{array} \right) \end{array} \right) \left( \begin{array}{c} D_t \end{array} \right) \left( \begin{array}{c} F \end{array} \right) \end{array} \right) \left( \begin{array}{c} D_t \end{array} \right) . \]

(26)

2) \( T \cap_2 Q \)

\[ Fd(T \cap_2 Q), F_3 \]

\[ = 1 - \left( \sum_{i=m}^{\min(F, D_t)} \sum_{j=0}^{i-m} \left[ \left( \begin{array}{c} F - m \\ j \end{array} \right) \left( \begin{array}{c} F - m - j \\ i - m - j \end{array} \right) \right] \left( -1 \right)^{i-m+j} \left( \begin{array}{c} m+j \\ m \end{array} \right) \left( \begin{array}{c} F \\ m \end{array} \right) \left( \begin{array}{c} D_t \end{array} \right) \left( \begin{array}{c} F \equiv Q \end{array} \right)(i) \right) . \]

(27)
(4) \( T \equiv Q \)

\[
F_d(T \equiv Q), \ F_3
= \sum_{i=m}^{\infty} \left( \sum_{j=0}^{i-m} \binom{F - m}{j} \right) \left( \sum_{i=m}^{\infty} \binom{F - m}{j} \right) (-1)^{i-m+j} \left\{ \binom{m+j}{m} \frac{D_i-1}{F} \right\}^2 \right] \left[ \sum_{j=0}^{i-m} \left( \binom{F - m}{j} \right) \binom{F - m - j}{i - m - j} \right]
\]

\[
\times \left[ (-1)^{i-m+j} \left\{ \binom{m+j}{m} \frac{D_i-1}{F} \right\} \frac{1}{f_T(Q)} \right].
\]

(28)

3.4 Varying Target Cardinality

Hitherto, we have focussed on the case where all target sets have the same cardinality \( D_t \). It is not difficult to extend our study to the case where the cardinality of the target set varies. Let a set element domain be a set from which each target set element is taken, and its cardinality be \( V \). If we do not consider the case that the target set is an empty set, the target set cardinality varies from 1 to \( V \). Suppose the probability that the target set cardinality is \( D_t \) is given by the function \( P(D_t) \) \((1 \leq D_t \leq V)\). Then, we can derive the false drop probability with the following formula for each case of \( T \supseteq Q, T \subseteq Q, T \cap Q, \) and \( T \equiv Q \):

\[
F_d(T \equiv Q), c, f = \sum_{D_t=1}^{V} P(D_t) F_{d,c,f},
\]

(29)

where \( c \) and \( f \) are parameters indicating one of \( \{T \supseteq Q\}, \{T \subseteq Q\}, \{T \cap Q\}, \{T \equiv Q\}, \) and one of \( F_1, F_2, F_3 \), respectively. \( F_{d,c,f} \) is the false drop probability formula derived in Sect. 3.3 for each combination. For example, the false drop probability for \( T \supseteq Q \) based on \( F_3 \) (Eq. (24)) is given as follows:

\[
F_d(T \supseteq Q), F_3
= \sum_{D_t=1}^{V} P(D_t) \sum_{i=m}^{\infty} \left( \sum_{j=0}^{i-m} \binom{F - m}{j} \binom{F - m - j}{i - m - j} \right)
\]

\[
(-1)^{i-m+j} \left\{ \binom{m+j}{m} \frac{D_i-1}{F} \right\} \binom{D_t}{i} \left[ f(T \supseteq Q) \right].
\]

(30)

4. Simulation Study

In this section, we evaluate validity of the formulas derived in Sect. 3 by simulations. A number of physical signature file organizations have been proposed [8]. In this study, we set parameter value \( m = 2 \) assuming the bit-sliced signature file organization, since our previous work [10] showed advantages of the bit-sliced signature files with small \( m \)-values in set retrieval. The set \( \{0, \ldots, 9999\} \) is used as the set element domain, thus \( V = 10000 \). \( F, D_t, \) and \( D_q \) are variable parameters. First, for a given \( D_t \), 10000 set values are generated, each of which contains randomly selected \( D_t \) distinct elements of the set element domain. Then, for a given value of \( F \) and \( m = 2 \), target signatures are created. Finally, for each query condition and a given value of \( D_q \), ten query sets of cardinality \( D_q \) are generated using the same element domain, and the false drop probabilities are actually measured.

Simulation results with the target set cardinalities \( D_t = 10 \) and \( D_t = 100 \) are presented for queries \( T \supseteq Q \) (including \( T \ni q \)), \( T \subseteq Q, T \cap Q \) \((T \ni 1 \ Q, T \ni 2 \ Q)\), and \( T \equiv Q \). In the following discussion, we show simulation results and estimates by the formulas in Sect. 3. In figures, we tag simulation results with \( \times \) and estimates by the formulas \( F_1, F_2, \) and \( F_3 \) with \( F_1, F_2, F_3 \), respectively. In computing the estimates, we tried both the formulas without the approximation by Eqs. (6') and (8') (such as formulas (13), (14), and (16)) and those based on the approximation (such as formulas (13'), (14'), and (16')). Only in \( F_3 \), we recognized a very small difference caused by rounding off \( F e^{-\frac{D_t}{V}} \) in computing the former set of formulas. Except for this, we could find no recognizable difference between the two sets of formulas. In addition, the approximation generally contributes to the reduction of the computation cost. For these reasons, estimates by the formulas, if applicable, incorporating the approximation are presented below.

(1) \( T \supseteq Q \)

Figure 7 shows the simulation results and estimates by Eqs. (13'), (18), and (24) for \( D_t = 10^3 \). Figure 8 shows the case of \( D_t = 100 \). We can see that (a) there is almost no difference between false drop probabilities given by Eqs. (13'), (18), and (24), and that (b) the three equations give good estimates of the actual false drop probabilities.

(2) \( T \subseteq Q \)

Figure 9 shows the simulation results and estimates by Eqs. (14'), (19), and (25) for \( D_t = 10 \). Figure 10 shows the case of \( D_t = 100 \). We can see that (a) the false drop probability given by Eq. (14') tends to be smaller than

\footnote{As aforementioned, Eq. (6') is used in Eqs. (18) and (24). Similar remarks apply to some of the remaining estimates.}
those given by Eqs. (19) and (25), and that (b) the false drop probabilities given by Eqs. (19) and (25) coincide well with the simulation results. Therefore, we can see that Eqs. (19) and (25) give more correct estimates of the false drop probabilities.

(3) \( T \cap Q \)

1) \( T \cap_{1} Q \)

Figure 11 shows the simulation results and estimates by Eqs. (15), (20), and (26) for \( D_{t} = 10 \). Figure 12 shows the case of \( D_{t} = 100 \). We can see that (a) Eqs. (15) and (26) give almost the same false drop probabilities coinciding well with the simulation results, and that (b) the false drop probability given by Eq. (20) does not fit the simulation results when \( D_{q} \) is very small. The latter phenomenon can be explained as follows. When \( D_{q} \) is very small, the query signature weight becomes \( mD_{q} \) in most cases. Therefore, the assumption for Eq. (20) that the distribution of the query signature weight follows the binomial distribution is not reasonable in such
2) $T \cap_2 Q$

Figure 13 shows the simulation results and estimates by Eqs. (16'), (21), and (27) for $D_t = 10$. Figure 14 shows the case of $D_t = 100$. We can see that (a) there is no difference among false drop probabilities given by Eqs. (16'), (21), and (27), and that (b) they coincide well with the simulation results. We could have foreseen the results, since the false drop probability for $T \cap_2 Q$ is based on that for $T \supseteq q$, and each formula for $T \supseteq q$ in F1, F2, and F3 quite correctly estimates the false drop probability as shown above.

(4) $T \equiv Q$

Figure 15 shows the simulation results and estimates by Eqs. (17), (22), and (28) for $D_t = 10$. Note that Eq. (17) can be used only when $D_t = D_q$. Figure 16 shows the case of $D_t = 100$. We can see that (a) the false drop probability given by Eq. (17) does not fit the simulation results for large $D_t$-values, and that (b) Eqs. (22) and
(28) give good estimates in general but Eq.(28) seems to be slightly more reliable than Eq.(22).

5. Summary and Conclusion

In this paper, we have derived three sets of formulas F1, F2, and F3, estimating false drops in set retrieval with signature files based on the $T \supseteq Q$ (has-subset), $T \subseteq Q$ (is-subset), $T \cap Q$ (has-intersection), and $T \equiv Q$ (is-equal) conditions. For $T \cap Q$, two processing schemes $T \cap_1 Q$ and $T \cap_2 Q$ have been considered. For each condition, their estimates have been evaluated with computer simulations. In deriving the estimates, we have experimentally checked that the approximation by Eqs.(6') and (8') can be used without causing serious problems in situations under consideration. Observations in the simulation study can be summarized as follows:

$T \supseteq Q$: There is essentially no difference among the three formulas F1, F2, and F3, and each gives good estimates.

$T \subseteq Q$: F2 and F3 give good estimates. F1 tends to give smaller estimates.

$T \cap_1 Q$: F1 and F3 give good estimates. F2 does not fit the simulation results when $D_q$ is very small.

$T \cap_2 Q$: The three formulas give good estimates.

$T \equiv Q$: F2 and F3 give good estimates, but F3 seems to be slightly more reliable. F1 is applicable only when $D_l = D_q$ and is not very reliable.

As for validity of the estimates, the formulas F3 have a more sound mathematical basis and generally give correct estimates. The formulas F2 also give good estimates for most of the cases. The formulas F1 fit the simulation results only for $T \supseteq Q$, $T \cap_1 Q$, and $T \cap_2 Q$. As far as validity is concerned, we can conclude that the formulas F3 are reliable for all cases, and that the formulas F2 are slightly inferior to the formulas F3. The formulas F1 are useful for rough estimation, but the formula for $T \equiv Q$ in F1 is only applicable to very limited cases.

As for the computation cost, the formulas F1 obviously have the smallest cost. The formulas F2 and F3 have their advantages and disadvantages. In F2, the distribution of the signature weight is assumed to follow the binomial distribution. Therefore, we need to get the sum for a very large space of index values to compute the false drop probability. For example, Eq.(18) involves the summation from $i = 0$ to $P$. On the other hand, the formulas F3 only require the summation for actually possible weight values. For example, Eq.(24) only needs the summation from $i = m$ to $mD_q$. For small $m$-values, this property contributes to reduction of the computation cost. A disadvantage of the formulas F3 is that their computation requires maintaining many significant digits. Since the probability distribution formula for the set signature weight (Eq.(23)) has a term $(-1)^{w-m+1}$, loss of significant digits often occurs. To prevent this, we have to maintain many significant digits. Thus, the superiority of F2 and F3 in terms of the computation cost heavily depends on the available mathematical computation tools.

Efficient set retrieval facilities are indispensable not only for advanced database systems but also for advanced information systems in general which handle various complex data objects. The signature file method is one of very promising approaches to efficient set handling. The analytical study presented in this paper provides a sound mathematical basis in design and development of advanced database systems based on the signature file method. In this study, we have assumed that there is no skew in occurrences of members in the set element domain. Analysis of the effect of such skew on the false drop probability is an important future research issue.
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